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Abstract 

This paper explores examples where common approaches may assign too much credibility to our 
estimates. It also discusses issues with how we select complements. In some cases, the paper offers 
better solutions. In other cases, the paper only provides awareness of the issues. 

Introduction 

Insurance data is noisy. Most lines have low loss frequencies and highly skewed severities. This is why it 
makes sense for insured to pool their risks, but they also make it difficult to estimate appropriate rates. 
To address this, actuaries learn early in their careers to look for a similar cohort to use as a complement 
and then blend portfolio loss experience with that of the complement. Many helpful books and papers 
share the derivations behind two common approaches, limited fluctuation credibility and Bühlmann 
Credibility. Many books and papers explain them well, such as the textbook Basic Ratemaking [Werner] 
and a paper by Mahler [Mahler]. 

Credibility formulas discussed in these sources are built on some shaky assumptions. We often 
overestimate the credibility of our data and use complements that are not as helpful as we’d like. This 
gives us a false sense of security in our work. Below, we will discuss issues with the credibility standard 
and then with the complement. While we can’t solve these issues, we think it is important to raise the 
issues and be aware of them. In some cases, we will suggest ways to mitigate them. In other cases, we 
hope that others will offer suggestions in the future. 

Credibility Standards 

There are a number of issues with how we determine the credibility of our data. 

Observations are not independent 

Consider this actual auto data from the Minnesota Department of Public Safety [Minnesota DPS]: 



Under any credibility standard, each year would be almost fully credible with 69,200 crashes in the best 
year. However, we are seeing significant change in the crash frequency. It changes more than 5% in four 
out of ten years. This is disappointing for all of us who have lots of data.  

When we think about Minnesota, one thing that comes to mind is snow. The Twin Cities area had over 
55% of Minnesota’s population in both 2010 and 2020 [Census], so we consider their snowfall. (We 
considered Ramsey, Hennepin, Washington, Anoka, Dakota, Scott, Carver, and Wright Counties to be the 
Twin City area.) We got the snowfall for the twin cities from the Minnesota Department of Natural 
Resources [Minnesota DNR]. 

 
Making a graph with the above data confirms our prior belief that there is a relationship between 
snowfall and car accidents. 

 

 

 

 

 

 

 

 

Given the thin data and lack of an obvious curve, we fit the line shown to this data. Our fitted line is 
expected crashes per vehicle = 0.0141 + 0.0000146 * snowfall in inches. The standard deviation for our 
slope is 0.0000062, so our estimate is 2.34 standard deviations above 0. We get similar, but slightly less 
significant results using the number of days with more than one inch of snow. 

We see in this case that the loss experience of every auto on the road in a given year is correlated with 
the loss experience of every other auto on the road through the weather. Since our observations are not 
independent, we will assign too much credibility to our data. One way to mitigate this is to use data 
from several winters as the data from different winters will be less correlated than data from the same 
winter. For example, we might use three years of data for April through December and nine years of 



data for January through March. We would need to give the January, February, and March data 1/3 the 
weight of other months since we have three times as much data.  

We also lose our assumption of independence when we have multiple observations from the same 
insured, such as vehicles from a large fleet in commercial auto. Using bootstrap simulations [and 
sampling insured and not individual automobiles] will give a better sense of how credible our data is. 

Using observed data to determine credibility 

When loss experience data has more than the expected number of claims, credibility will be larger than 
when it has fewer than the expected number of claims. This will cause our estimate to be biased, even 
when our complement is the true mean of our data. 

Consider the simple, illustrative case, in which we have a 0.5 probability of 20 claims and a 0.5 
probability of 30 claims. Our complement is 25 claims – the correct expected values. If we define our 
credibility as (number of claims / 100)½, we would have the following result: 

 

 

And the expected value of our estimate would be 25.25. So even though the actual number of claims in 
both the experience and the complement are unbiased, our estimate is biased because we base our 
credibility on the actual number of claims. Korn [Korn] suggests a correction, but it requires assumptions 
about the frequency and severity distributions. While this seems like an extreme example to get a 1% 
bias, it’s not hard if observations are correlated, like the previous case. 

Nothing is fully credible 

Any time the environment changes, our past experience cannot be a fully credible estimate of the 
future. This includes cases such as automobiles becoming safer each year, employers making their 
workplace safer, and social inflation. Knowing history perfectly will not tell us what to expect next year. 
Based on this, we may want a credibility measure that asymptotically approaches some number less 
than one, as data volume increases, rather than assigning “full credibility” to a large enough amount of 
historical data, as some credibility measures do. (We also want to rely on our colleagues in underwriting 
and risk control to understand how insureds change over time.) 

Trending old years is imprecise 

If we think that the older years are different based on some trend, such as inflation or cars becoming 
safer, we might trend the historical years to some common point in the future. These additional years 
will give us more data, but trending data is imprecise and understates the noise in our estimate of the 
trend. Consider the following example. (For illustrative purposes, we’ll use a linear trend.) 



 

 

This data has a slope of 0.1 per year over the experience period. Trending each observation to 2024 
would give us 5.4, 5.5, 5.5, and 5.4. 

A naive approach would be to estimate the mean as 5.45. The residuals would be -0.05, 0.05, 0.05, and -
0.05. We would then estimate σ2 as ( (-0.05)2 + 0.052 + 0.052 + (-0.05)2 )½ / (n – p – 1) [this and later 
estimates based on linear regression use Formula 3.8 on page 47 of Hastie]. Since we applied a linear 
trend earlier, we will say that p is 1 and our estimate of σ2 is 0.005. We will then say that the variance of 
our estimate is σ2 / n or 0.00125. Thus, the standard deviation is 0.035 and our estimate of the average 
loss is 5.45 +/- 0.035. 

This approach ignores the uncertainty in the slope. Considering that uncertainty, our confidence 
intervals will widen as we move away from the years of our data, and our estimate of the loss in 2024 
will be 5.45 +/- 0.087. The graph below shows how the confidence interval widens. The 0.087 standard 
deviation is derived in the appendix. This is more than twice the standard deviation we found using the 
naive approach. 

 

 

 

 

 

 

 

 

 

 

 

There is also the possibility that our trend is picking up a change in mix of business. In light of this, using 
external benchmarks or industry trends based on bureau data may be better than using our own data. 

Complements may not be appropriate 



Often, the cases where our data has the least credibility are also the cases where it’s hard to find a good 
complement. 

• In General Liability and Workers Compensation, there are many thin classes which are fairly 
unique. It’s not clear what other classes would make a good complement. In these cases, it may 
be helpful to use external data, such as injury rates from the Bureau of Labor Statistics. 

• If we have a small state, like Rhode Island (very densely populated) or Wyoming (very sparsely 
populated), it’s not clear that countrywide averages are a great complement. We might look for 
similar states as complements or try to build a countrywide model that incorporates differences 
in geography, possible through weather, infrastructure, and demographics. 

• From 1995-1999, Montana’s speed limit was “reasonable and prudent”, according to law 
enforcement interpretation, making it difficult to find a complement for automobile data.  

Shrinkage methods may not be the answer 

Shrinkage methods (such as Lasso, Ridge Regression, and Elastic Net) also require us to tune hyper-
parameters to determine how much to shrink our parameters. They also make the complement for our 
parameters 0, which may not make sense if we have some reason to believe that the effect is real, such 
as seeing it in competitor filings or underwriting intuition. 

Other statistical methods have their own issues. Mixed models and hierarchical Bayesian methods give 
us elegant solutions, but it is not clear how appropriate they are. If we want to think of Wyoming and 
Rhode Island as samples from some distribution, it’s not clear what that distribution is or how we would 
parameterize it. We have the same question with other applications such as claims models where we 
have injuries varying from minor lacerations to traumatic brain injury. In these methods, we replace 
subjective decisions on hyper-parameters with subjective decisions on distributions. 

Conclusion 

The use of credibility reduces the variability of our estimate, but we do pay a price. We usually accept 
some amount of bias and there is rarely a good way to estimate that bias or correct for it. We should be 
more conscious of how we use credibility. When we assign credibility, we should consider both how 
stable our data is and how good our complement is. We should also look for external proxies that might 
be more stable. 

We may want to blend multiple estimates which each include some amount of modeling and/or 
trending. This will help mitigate any changes in our mix of business. We will also need to think about 
how to weight those estimates. Using cross validation to back test different complements and weights 
may help. 



Appendix 

In the formula we cited in footnote 8, Var(β) = (XTX)-1 σ2. The variance of our estimate at y would be 
y*Var(β)*yT or y * (XTX)-1 σ2 * yT. 

In the naive case, y = [1] and X = [1 1 1 1] giving us a variance of [1] * [4]-1 * 0.005 * [1] = 0.00125 and a 
standard deviation of 0.035 for our estimate. 

When we consider the slope, we have y = [1 2024] and 
X= [ 1 1 1 1

2020 2021 2022 2023] . 
 

This gives XTX = 
[ 4 8086
8086 16345854]  

 
and 

(XTX)-1 = 
[817292.7 − 404.3
− 404.3 0.2 ]

 
 
and y * (XTX)-1 σ2 * yT = 0.0075, giving us a standard deviation of 0.087. 
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